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Recording of the spectral information together with spatial information is useful for many applications. Hyperspectral 
Imaging (HSI) is a recently developed imaging modality which is capable of recording both the spatial (x, y) and spectral 
(λ) information of a scene. Thereafter, several applications have been shown using HSI. In this review, we discussed some 
of the recent implementations of HSI that aimed at addressing several scientific research problems. We also brief about 
some of the existing types of HSI cameras. In some of the recent works, Deep Learning (DL) frameworks have been 
extensively used for several HSI related problems. We have provided insights on some of the recent implementations 
of DL on HSI based problems. © Anita Publications. All rights reserved.
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1 Introduction

	 Hyperspectral Imaging (HSI) refers to recording of many spectral informations from a scene of 
interest. In general, human eyes are capable of recognizing or clearly distinguishing only three bands of 
wavelengths from the visible region such as Red (R), Green (G), and Blue (B). However, capturing wider 
wavelength information, that covers at least from visible to infrared, aids in several scientific applications. 
HSI gathers a wide range of spectra for each captured pixel spurring among Visible and Infra-Red (IR) 
regions [1]. Figure 1 shows the electromagnetic spectrum where the HSI can range up to visible and IR. 

Fig 1. Electromagnetic Spectrum [2]
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	 In HSI, we represent each pixel of an image with a unique fingerprint called a spectral signature 
[3]. In general, every material or an object has a different spectral signature that can be visualized using 
Hyperspectral Sensor. HSI can have a continuous spectrum of information instead of some discrete bands like 
Multispectral images [4], thus HSI finds many applications as compared to multispectral imaging in different 
areas of science. To note, HSI stacks up a set of 2D images which is represented as a 3D hypercube with 
coordinates (x, y, λ), where x and y represent spatial information and λ indicates the spectral information [5]. 
Figure 2 shows the differences among classical RGB, Multispectral, and Hyperspectral images. 

 
Fig 2. RGB vs Multispectral vs Hyperspectral Imaging [6].

	 The primary focus of this article is to review the applications of Hyperspectral Imaging in various 
scientific fields. The rest of the paper is organized as follows. In Section 2, we introduce Hyperspectral based 
image acquisition and types of HSI sensors. Section 3 presents the applications of HSI in various research 
areas. Section 4 demonstrates the utilization of Machine Learning (ML) and Deep Learning (DL) methods in 
Hyperspectral Image processing and finally, we present our conclusion with some future insights in Section 5.

2 Image acquisition methods of HSI

	 Figure 3 depicts the schematic of the HSI image acquisition process under controlled environment 
i.e., inside the laboratory and at open space i.e., outside the laboratory.
	 Figure 3(a) shows a leaf sample kept on a moving stage which allows to take the images from 
different angles. In laboratory environment, Halogen lamps are commonly used, at the either side of the 
setup, for proper illumination. The captured images can be processed with several software packages such 
as Environment for Visualizing Images (ENVI) [9], SPECIM -IQ Studio [10], and/or MATLAB. The output 
from ENVI can also be converted as mat files which can then be processed using MATLAB. Figure 3(b) 
represents the setup when the image is taken outside the laboratory environment. HSI imagers can be broadly 
classified into four types as shown in Fig 4 below.
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Fig 3. (a) Image acquisition process inside Laboratory (b) in Daylight [8].

Fig 4. Classification of HSI Sensors.

2.1 Whiskbroom Scanners 
	 Whiskbroom scanners are also known as Point scan cameras [11]. Whiskbroom camera captures 
the scene point-wise as it moves to and fro in a particular scene. Generally, these types of cameras find their 
applications in satellite imaging where continuous ground tracking is required. 
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2.2 Push broom Scanners
	 These are also called as Line scanning cameras [12]. These sensors scan each line at a time, and 
it follows the top-down approach. For instance, for a particular scene, it captures line by line from top to 
bottom. These sensors find their applications in areas such as food and feed quality detection, and seed quality 
examination [13]. A push broom scanner gathers more photons than a whiskbroom scanner as it exposes the 
sensor for a longer duration. Push broom sensors have varied sensitivity and the resolution is lower than that 
of a whisk broom scanner.
2.3 Spatio-spectral scanners
	 Spatio-spectral scanners are also called area or wavelength scanning cameras [14]. These scannars 
scans a particular area at a time and covers all corners of the scene. Such scanners can be used for the 
applications such as plant disease detection [14], and fruit and species abnormality detection. The advantage 
of spectral scanning is being faster than the Whiskbroom and Push broom, nevertheless the accuracy is 
limited.
2.4 Snapshot Scannars
	 Working principle of these scannars are just like commercial cameras [15] which capture the entire 
spectral and spatial information, in a single shot. Snapshot scannars are used mostly in the daylight scenarios. 
They have found applications recently in soil monitoring [16] and vegetation. These types of scannars are 
newly invented and have not yet been widely used as others. Figure 5 depicts the working principle of 
different types of scannars.

Fig 5. Different Types of Scanners [17].

3 Applications of Hyperspectral Imaging

	  As mentioned earlier, Hyperspectral Imaging (HSI) possesses the distinctive ability to assign a 
spectral signature to each individual pixel. This makes it highly valuable across various scientific domains. 
In the following, we discussed some of the recent applications of HSI.
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3.1 Remote Sensing 
	 Remote Sensing is one of the most beneficial areas of Hyperspectral imaging. Particularly in satellite 
imaging, at least one hyperspectral sensor is used for earth monitoring [18]. In addition to this, HSI have been 
used extensively in Agriculture, where crop protection is needed, and precision in detecting the infected part 
of a leaf is essential [19], mineral extraction [20], and land mines detection [21], to name a few. To note, there 
are few publicly available resources of HSI for remote sensing applications. They are Indian Pines Salinas 
Pavia center and University, Kennedy Space Center [22-24]. Figure 6 depicts how an image is taken using a 
spaceborne Hyperspectral sensor. Data for remote sensing is abundantly available; people who are interested 
in the earth data can consider visiting USGS Earth Explorer [26], for further investigations.

 
Fig 6. Imaging using Spaceborne Hyperspectral sensor [25].

3.2 Food and Feed Quality Detection
	 Detection of the quality of food and feed is vital for the well-being of humans and animals. Food 
quality inspection needs real-time monitoring of the production and storage process, without actually 
disturbing it. HSI provides such a contactless solution that researchers were able to detect the quality of 
food grains, fruits, child probiotics, and animal feed too [27]. Seed quality inspection is particularly useful 
for farmers to improve their productivity in agriculture [28]. Figure 7 depicts how food grain quality can be 
measured inside a bin using an area scanning sensor.
3.3 Plant Disease/ Stress Detection
	 Plant disease prediction is important for sustainable crop production and the improvement of 
vegetation [30]. For this application, several standardized vegetation indices are used to predict the quality 
of the plants. Of them Normalized Difference Vegetation Index (NDVI) is widely used to remotely separate 
the different plants over a wide area, based on the characteristics of the leaf. Using such indices, HSI aids in 
the early detection of the plant disease and when fitted to Drones they are capable of identifying the affected 
leaves in a larger crop area. Hyperspectral 3D fusion models are also being developed to differentiate the 
normal leaves and infected (stressed) leaves. Authors in [30] were able to differentiate different classes of the 
leaves using the standard K-means clustering algorithm. Figure 8 depicts the use of K-means clustering on 
sugar beet leaves.
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Fig 7. Inspection of grains under a bin [29].

Fig 8. Classification of the leaf using K-Means clustering [30].

3.4 Crime Scene Investigation/Forensic Analysis
	 HSI is also being used in forensic analysis and crime scene investigations to find clues that the 
human eye fails to perceive. When imaged with Hyperspectral sensor, HSI was able to find out some clues 
such as the age of the blood stains and the extent of it. A study in [31] states that HSI can detect the age 
of the blood for up to two hundred days. This is very much useful in the crime scene investigation and 
forensic analysis to follow. As we know the sensors not only investigate in the visible region but also spans 



Hyperspectral imaging and its applications: An Overview	 991

 

across the IR region, which gives the missing information to the authorities. Hence, this assists in solving 
the investigation faster. Gunshot residues can also be found via spectral imaging in a non-contact manner 
[32] instead of using some chemicals which destroy the other valuable information present at a crime scene. 
Figure 9 depicts what a crime scene can look like when imaged using HSI.

Fig 9. Crime scene analysis using HSI [31].
3.5 Medical Imaging
	 Medical imaging using hyperspectral sensors is gaining much more interests among the research 
community in recent years. Using HSI, we can take the images of biological samples in two ways [32]. One 
is in-vivo, and the other is ex-vivo. Generally, in-vivo represents the experiments that are performed inside 
the human/animal body, in its intact state, without really touching it. On the other hand, ex-vivo refers to the 
technique where the tissue is taken outside the body (with biopsies) and perform experimentation on those 
resected tissues. In some cases, tissues stained with some chemicals and/or stored, cultured under specific 
laboratory conditions. Such an investigation is commonly known as in-vitro. 
3.5.1 Cancer Detection
	  In cancer detection, a lot of work has been already proposed in the literature using ex-vivo (for 
human tissues) and in-vivo (for animals such as Mice). In [33-37] authors performed breast cancer detection, 
where all of them used HSI to perform analysis on the resected tissues (humans). They also have demonstrated 
the feasibility of using Artificial Intelligence techniques along with HSI for classification of the tissues i.e., 
benign or malignant. In [38-40] authors discuss about Head and Neck cancers in which they were able to 
identify different classes of tissues that are existing especially inside the oral cavity. Apart from this, the 
detection of different types of cancers such as skin, colon, and cervical cancer was also performed by different 
research groups [41-43]. All of the above studies were performed by exploring a wide range of Visible and 
Infrared spectra. Figure 10 depicts the setup for ex-vivo analysis of the cancer tissues inside a laboratory.
	 Other than Cancer detection, HSI has been extensively used in some more medical imaging 
applications like Retina fault detection [44], Diabetic foot analysis [45], saturation of hemoglobin in 
oxygenation of the blood [46]. in-vivo analysis is performed for identifying the Microvascular structures in 
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mice [47]. To note, there are some publicly available medical datasets which are cited in [48,49]. However, 
the data availability of HSI in Biomedical imaging is very limited. 

Fig 10. Typical HSI lab setup for ex-vivo analysis.

4 Artificial Intelligence in HSI

	 As aforementioned, HSI contains a 3D hypercube (i.e., 2D spatial information and 1D spectral 
information) which is complex to analyze with the existing techniques that are available for RGB image 
analysis. To alleviate, many researchers have opted AI based solutions such as Machine Learning (ML) and 
Deep Learning (DL) and have found some fruitful results for many complex problems. In the following, we 
will discuss some of the recent ML or DL based HSI data processing [50].
4.1 Machine Learning
	 For land cover classification, several algorithms have been proposed. One of the widely used 
algorithms is quadratic discriminant analysis (QDA), which is also called as a maximum likelihood classifier 
[51]. The authors in [52] used the standard Gaussian models to predict the quality of food grains, they 
performed active and transfer learning using Gaussian models for obtaining food grain quality prediction. 
Authors were able to classify between different grades of food grains with an accuracy of 95%. Support Vector 
Machine (SVM) is also used widely for hyperspectral based image analysis such as Target detection, Physical 
Parameter estimation, and spectral unmixing [53]. In SVM, usage of kernels is important as kernels are 
projected into a higher dimensional space and the decision of the classifier may be linear or non-linear based 
on the kernel function. One of the most used kernels is Radial Basis Function (RBF). It was demonstrated 
that use of multiple kernels in SVM outperforms the single kernel based SVM [54]. 
	 After SVM, latent linear models like Principal Component Analysis (PCA) [55] and Independent 
Component Analysis (ICA) [56] are the mostly used dimensionality reduction methods in HSI. Other than 
these, some other popular machine learning models are used frequently such as Linear regression (LR) [57]. 
Logistic regression [58] predicts the likelihood that a certain event will occur, such as voting or not voting. 
Given the nature of the analysis, the dependent variable is restricted to values ranging between 0 and 1 and it 
is mostly used for binary classification in HSI.
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	 In medical imaging applications, the usage of ML algorithms like K- Nearest Neighbour (KNN) 
[59], Random Forest [60], and AdaBoost [49] have been extensive. Since KNN predicts the new data based on 
the similarity of the existing data, thus it is widely used in the pixel-wise classification of an image. Random 
Forest is used in solving the issues of Classification and Regression. It generates decision trees from sample 
size and uses the results of most of the samples for classification or the average in the case of regression. The 
AdaBoost algorithm combines a set of weak classifiers to make it a strong classifier. In general, the weak 
classifiers are the nodes with the lowest weights and vice-versa. By utilizing bagging techniques on data 
samples, the Random Forest algorithm constructs an ensemble of decision trees that leverage a variety of 
characteristics and factors. Like AdaBoost, which is also an ensemble learning algorithm, decision stumps 
are utilized in the construction of this collection of learning algorithms. 
	 Although machine learning (ML) algorithms are extensively utilized and computationally efficient, 
they encounter a challenge when it comes to analyzing the significantly larger hypercube generated by HSI. 
To alliviate, several recent works [33,34,61] have been performed using DL algorithms. In the following 
section, we discuss some of the widely used DL methods for hyperspectral image analysis.
4.2 Deep Learning (D L)
	 DL is the preferred choice when it comes to medical image analysis. In particular, Convolutional 
Neural Network (CNN) is widely used and the operation of CNN involves convolving one layer with its 
immediate next layer with some kernel functions. To date, it works well for image-related problems. U- 
shaped CNN called U-Net was used in [33,34] for the classification of benign and malignant tumors. Authors 
have achieved an accuracy of above 80% with CNN and with U-NET 87% accuracy was estimated. Figure 
11 depicts the feature extraction and classification of CNN. In oral cancer detection U-NET is being used and 
in [61], authors successfully classified seven different classes inside the oral cavity.

 
Fig 11. Convolutional Neural Network [62].

	 Variations of CNN have been used by different authors in Remote sensing. Indian Pines dataset has 
been widely used by many authors [33,34]. Some authors [62,64] used 3D-Quasi CNN to classify different 
crops [63] and they have achieved an accuracy of 93%. Figure 12 depicts the structure of the U-NET. 
	 Apart from classical CNN, few other networks were also proposed such as Residual Networks 
(RESNET), [64] which is used for food grain quality detection. Gated Recuring Unit (GRU) is used to 
identify the reason for soya beans death [65]. 
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Fig 12. U-NET Architecture [63].

5 Experimental Results

	 Figure 13(a) illustrates the segmentation of infected sections of a leaf, while Fig 13(b) shows the 
segmentation of pepper and papaya seeds. The analysis was performed using the savitzky-golay algorithm, 
which is the default algorithm in the software.

Sample Leaf Segmentation of infected Leaf

Fig 13 (a). Segmentation of infected part in a Natural Leaf.



Hyperspectral imaging and its applications: An Overview	 995

 

Sample Black Pepper and Papaya Seeds Segmentation of Black Pepper and Papaya Seeds

Fig 13 (b). segmentation of pepper and papaya seeds.

6 Conclusion

	 This article describes about different types of imaging systems such as whiskbroom, Pushbroom 
etc. and how we can use them for different kinds of applications. Till now HSI has been much explored in 
areas like Remote Sensing, where lot of research has been done and made some significant contributions 
with the help of HSI and there are some publicly available datasets also which were mentioned above. The 
applications of HSI in the area of Bio-Medical Imaging are booming now since HSI sensors were able to 
identify many diseases at an earlier stage.
	 Future work needs to be done on improving the hardware capabilities of the hyperspectral sensor, 
such as increasing penetration depth, and commercialization of the cameras so that more people can use 
them. Spectral libraries should be created especially for medical imaging so that it can be useful for the 
surgeons for image-guiding surgery. Open-source software can be developed to encourage research in this 
field.

References
	 1.	 Ferreira K B, Oliveira A G, Gonçalves A S, Gomes J A, Evaluation of hyperspectral imaging visible/near-infrared 

spectroscopy as a forensic tool for automotive paint distinction, Forensic Chem, 5(2017)46–52.
	 2.	 https://www.haip-solutions.com/what-is-hyperspectral-imaging/ [online] Accessed on 06-09-22.
	 3.	 He L, Li J, Liu C, Li S, Recent advances on spectral-spatial hyperspectral image classification: An overview and 

new guidelines, IEEE Trans Geosci Remote Sens, 56(2017)1579–1597.
	 4.	 Adam E, Mutanga O, Rugged D. Multispectral and hyperspectral remote sensing for identification and mapping 

of wetland vegetation: a review, Wetl Ecol Manag, 18(2010)281–296.
	 5.	 Edelman G J, Gaston E, Van Leeuwen T G, Cullen P J, Aalders M C, Hyperspectral imaging for non-contact 

analysis of forensic traces, Forensic Sci Int, 223(2012)28–39. 
	 6.	 Mehta N, Shaik S, Devireddy R, Gartia M R. Single-cell analysis using hyperspectral imaging modalities, J Biomech 

Eng, 140(2018) 020802; doi.org/10.1115/1.4038638.
	 7.	 Mishra V K, Kumar S, Shukla N, Image acquisition and techniques to perform image acquisition, Samriddhi - J 

Phys Sci Eng, 25(2017)21–24.



996	 Sravan Kumar Sikhakolli and Inbarasan Muniraj

	 8.	 Ye X, Abe S, Zhang S, Estimation and mapping of nitrogen content in apple trees at leaf and canopy levels using 
hyperspectral imaging, Precis Agric, 21(2020)198–225. 

	 9.	 Canty M J, Image analysis, classification and change detection in remote sensing: with algorithms for ENVI/IDL 
and Python, (CRC Press), 2014.

	10.	 Behmann J, Acebron K, Emin D, Bennertz S, Matsubara S, Thomas S, Bohnenkamp D, Kuska M T, Jussila J, Salo 
H, Mahlein A K, Specim I Q, evaluation of a new, miniaturized handheld hyperspectral camera and its application 
for plant phenotyping and disease detection, Sensors, 18(2018)441; doi.org/10.3390/s18020441.

	11.	 Fowler J E. Compressive pushbroom and whiskbroom sensing for hyperspectral remote-sensing imaging. In, IEEE 
international conference on image processing (ICIP) 2014, Oct 27, (pp. 684-688). 

	12.	 Qin J, Chao K, Kim M S, Lu R, Burks T F, Hyperspectral and multispectral imaging for evaluating food safety 
and quality, J Food Eng, 118(2013)157–171.

	13.	 Dale L M, Thewis A, Boudry C, Rotar I, Dardenne P, Baeten V, Pierna J A, Hyperspectral imaging applications 
in agriculture and agro-food product quality and safety control: A review, Appl Spectrosc Rev, 48(2013)142–159,

	14.	 Kerekes J P, Schott J R, Hyperspectral imaging systems. Hyperspectral data exploitation: Theory and applications. 
(John Wiley & Sons, Inc), 2007.

	15.	 Johnson W R, Wilson D W, Fink W, Humayun M S, Bearman G H, Snapshot hyperspectral imaging in ophthalmology, 
J Biomed Opt, 12(2007)014036: doi.org/10.1117/1.2434950. 	

	16.	 Lu Y, Perez D, Dao M, Kwan C, Li J, Deep learning with synthetic hyperspectral images for improved soil detection 
in multispectral imagery. In 2018 9th IEEE annual ubiquitous computing, Electronics & Mobile Communication 
Conference, (UEMCON), 2018 Nov 8, (pp. 666-672). 

	17.	 Wang Y W, Reder N P, Kang S, Glaser A K, Liu J T, Multiplexed Optical Imaging of Tumor-Directed Nanoparticles: 
A Review of Imaging Systems and Approaches, Nanotheranostics, 1(2017)369–388. 

	18.	 Papeş M, Tupayachi R, Martínez P, Peterson A T, Powell G V, Using hyperspectral satellite imagery for regional 
inventories: A test with tropical emergent trees in the Amazon Basin, J Veg Sci, 21(2010)342–354.

	19.	 Singh P, Pandey P C, Petropoulos G P, Pavlides A, Srivastava P K, Koutsias N, Deng K A, Bao Y, Hyperspectral 
remote sensing in precision agriculture: Present status, challenges, and future trends, In, Hyperspectral Remote 
Sensing, (2020)121–146; doi.org/10.1016/B978-0-08-102894-0.00009-7.

	20.	 Tuşa L, Khodadadzadeh M, Contreras C, Rafiezadeh Shahi K, Fuchs M, Gloaguen R, Gutzmer J, Drill-core mineral 
abundance estimation using hyperspectral and high-resolution mineralogical data, Remote Sens, 12(2020)1218; doi.
org/10.3390/rs12071218.

	21.	 Makki I, Younes R, Francis C, Bianchi T, Zucchetti M. A survey of landmine detection using hyperspectral imaging, 
ISPRS J. Photogramm. Remote Sens, 124(2017)40–53.

	22.	 Okwuashi O, Ndehedehe C E, Deep support vector machine for hyperspectral image classification, Pattern Recognit, 
103(2020)107298; doi.org/10.1016/j.patcog.2020.107298.

	23.	 Nirmal S, Sowmya V, Soman K P, Open set domain adaptation for hyperspectral image classification using generative 
adversarial network. In Inventive Communication and Computational Technologies, (Springer, Singapore), 2020, 
pp 819-827. 	

	24.	 Zhou F, Hang R, Liu Q, Yuan X. Hyperspectral image classification using spectral-spatial LSTMs, Neurocomputing, 
28(2019)39–47.

	25.	 Bedini E, The use of hyperspectral remote sensing for mineral exploration: A review, J Hyperspect Remote Sens, 
7(2017)189–211. 

	26.	 https://earthexplorer.usgs.gov/ [online] Accessed on 06-09-22
	27.	 Munir M T, Yu W, Young B R, Wilson D I, The current status of process analytical technologies in the dairy 

industry, Trends Food Sci Technol, 43(2015)205–218.
	28.	 Feng L, Zhu S, Liu F, He Y, Bao Y, Zhang C, Hyperspectral imaging for seed quality and safety inspection: A 

review, Plant methods, 15(2019)1–25.



Hyperspectral imaging and its applications: An Overview	 997

 

	29.	 Aviara N A, Liberty J T, Olatunbosun O S, Shoyombo H A, Oyeniyi S K, Potential application of hyperspectral 
imaging in food grain quality inspection, evaluation and control during bulk storage, Journal of Agriculture and 
Food Research, 8(2022)100288; doi.org/10.1016/j.jafr.2022.100288.

	30.	 Thomas S, Kuska M T, Bohnenkamp D, Brugger A, Alisaac E, Wahabzada M, Behmann J, Mahlein A K, Benefits 
of hyperspectral imaging for plant disease detection and plant protection: a technical perspective, J Plant Dis. Prot, 
125(2018)5–20.

	31.	 Edelman G, van Leeuwen T G, Aalders M C. Hyperspectral imaging for the age estimation of blood stains at the 
crime scene, Forensic Science International, 223(2012)72–77.

	32.	 Forensics with hyperspectral imaging - Specim [online] Accesed on 13 Sept 2022.
	33.	 Aboughaleb I H, Aref M H, El-Sharkawy Y H, Hyperspectral imaging for diagnosis and detection of ex-vivo breast 

cancer, Photodiagnosis Photodyn Ther, 31(2020)101922; doi.org/10.1016/j.pdpdt.2020.101922.
	34.	 Ortega S, Halicek M, Fabelo H, Guerra R, Lopez C, Lejeune M, Godtliebsen F, Callico G M, Fei B. Hyperspectral 

imaging and deep learning for the detection of breast cancer cells in digitized histological images, In Medical 
Imaging 2020: Digital Pathology, 2020 Mar 16, SPIE, (Vol 11320, pp 206-214). 

	35.	 Kho E, Dashtbozorg B, De Boer L L, Van de Vijver K K, Sterenborg H J, Ruers T J, Broadband hyperspectral 
imaging for breast tumor detection using spectral and spatial information, Biomed Opt Express, 10(2019)4496–4515.

	36.	 Aref M, Aboughaleb I H, Youssef A B, El-Sharkawy Y, Novel approach exploiting the hyperspectral imaging 
system for breast cancer therapy and diagnosis, Archives of Breast Cancer,. 29(2020)189–201.

	37.	 Aref M H, Aboughaleb I H, El-Sharkawy Y H, Custom optical imaging system for ex-vivo breast cancer detection 
based on spectral signature, Surg Oncol, 35(2020)547–555.

	38.	 Lu G, Little J V, Wang X, Zhang H, Patel M R, Griffith C C, El-Deiry M W, Chen A Y, Fei B, Detection of Head 
and Neck Cancer in Surgical Specimens Using Quantitative Hyperspectral Imaging for Head and Neck Cancer 
Detection, Clin Cancer Res, 23(2017)5426–5436.

	39.	 Halicek M, Little J V, Wang X, Patel M, Griffith C C, El-Deiry M W, Chen A Y, Fei B, Optical biopsy of head and 
neck cancer using hyperspectral imaging and convolutional neural networks, In Optical Imaging, Therapeutics, and 
Advanced Technology in Head and Neck Surgery and Otolaryngology, 2018 Feb 12, SPIE, (Vol 10469, pp 8-16). 

	40.	 Halicek M, Lu G, Little J V, Wang X, Patel M, Griffith C C, El-Deiry M W, Chen A Y, Fei B, Deep convolutional 
neural networks for classifying head and neck cancer using hyperspectral imaging, J Biomed Opt, 22(2017)060503; 
doi.org/10.1117/1.JBO.22.6.060503.

	41.	 Leon R, Martinez-Vega B, Fabelo H, Ortega S, Melian V, Castaño I, Carretero G, Almeida P, Garcia A, Quevedo 
E, Hernandez J A, Non-invasive skin cancer diagnosis using hyperspectral imaging for in-situ clinical support, J 
Clin Med, 9(2020)1662; doi.org/10.3390/jcm9061662.

	42.	 Jansen-Winkeln B, Barberio M, Chalopin C, Schierle K, Diana M, Köhler H, Gockel I, Maktabi M, Feedforward 
Artificial Neural Network-Based Colorectal Cancer Detection Using Hyperspectral Imaging: A Step towards 
Automatic Optical Biopsy, Cancers, 13(2021)967; doi.org/10.3390/cancers13050967.

	43.	 Ferris D G, Lawhead R A, Dickman E D, Holtzapple N, Miller J A, Grogan S, Bambot S, Agrawal A, Faupel M 
L, Multimodal hyperspectral imaging for the noninvasive diagnosis of cervical neoplasia, J Low Genit Tract Dis, 
5(2001)65–72.

	44.	 Reshef E R, Miller J B, Vavvas D G, Hyperspectral imaging of the retina: A review, Int Ophthalmol Clin, 60(2020) 
85–96.

	45.	 Nouvong A, Hoogwerf B, Mohler E, Davis B, Tajaddini A, Medenilla E. Evaluation of diabetic foot ulcer healing 
with hyperspectral imaging of oxyhemoglobin and deoxyhemoglobin, Diabetes care, 32(2009)2056–2061.

	46.	 Sorg B S, Moeller B , Donovan O, Cao Y, Dewhirst M W, Hyperspectral imaging of hemoglobin saturation in tumor 
microvasculature and tumor hypoxia development, J Biomed Opt, 10(2005)044004; doi.org/10.1117/1.2003369.

	47.	 Feng W, Shi R, Zhang C, Liu S, Yu T, Zhu D. Visualization of skin microvascular dysfunction of type 1 diabetic mice 
using in-vivo skin optical clearing method, J Biomedl Opt, 24(2018)031003; doi.org/10.1117/1.JBO.24.3.031003.



998	 Sravan Kumar Sikhakolli and Inbarasan Muniraj

	48.	 Hyttinen J, Fält P, Jäsberg H, Kullaa A, Hauta-Kasari M, Oral and dental spectral image database—odsi-db, Appl 
Sci, 10(2020)7246, doi.org/10.3390/app10207246.

	49.	 https://zenodo.org/record/6950779#.YxdoZnZBy3A [online], Accessed 06-09-22.
	50.	 Ozdemir A, Polat K, Deep learning applications for hyperspectral imaging: a systematic review. Journal of the 

Institute of Electronics and Computer, 28(2020)39–56.
	51.	 Dalponte M, Ørka H O, Gobakken T, Gianelle D, Næsset E. Tree species classification in boreal forests with 

hyperspectral data, IEEE Trans Geosci Remote Sens, 51(2012)2632–2645.
	52.	 Lawrence N. Gaussian process latent variable models for visualisation of high dimensional data, Advances in neural 

information processing systems. 2003;16. 
	53.	 Archibald R, Fann G. Feature selection and classification of hyperspectral images with support vector machines, 

IEEE Geoscience and Remote Sensing Letters, 4(2007)674–677.
	54.	 Kuo B C, Ho H H, Li C H, Hung C C, Taur J S. A kernel-based feature selection method for SVM with RBF 

kernel for hyperspectral image classification, IEEE J Sel Top Appl Earth Obs Remote Sens, 29(2013)317–326.
	55.	 Uddin M P, Mamun M A, Hossain M A, Effective feature extraction through segmentation-based folded-PCA for 

hyperspectral image classification, Int J Remote Sens, 40(2019)7190–7220.
	56.	 Johnson R J, Williams J P, Bauer K W, AutoGAD: An improved ICA-based hyperspectral anomaly detection 

algorithm, IEEE Trans Geosci Remote Sens, 51(2012)3492–3503.
	57.	 Gao L, Du Q, Zhang B, Yang W, Wu Y, A comparative study on linear regression-based noise estimation for 

hyperspectral imagery, IEEE J Sel Top Appl Earth Obs Remote Sens, 6(2013)488–498.
	58.	 Li J, Bioucas-Dias J M, Plaza A, Semisupervised hyperspectral image segmentation using multinomial logistic 

regression with active learning, IEEE Trans Geosci Remote Sens, 48(2010)4085–4098.
	59.	 Ma L, Crawford M M, Tian J, Local manifold learning-based $ k $-nearest-neighbor for hyperspectral image 

classification, IEEE Trans Geosci Remote Sens, 48(2010)4099–4109.
	60.	 Ham J, Chen Y, Crawford M M, Ghosh J, Investigation of the random forest framework for classification of 

hyperspectral data, IEEE Trans Geosci Remote Sens, 43(2005)492–501.
	61.	 Anantharaman R, Velazquez M, Lee Y. Utilizing mask R-CNN for detection and segmentation of oral diseases. In 

2018 IEEE international conference on bioinformatics and biomedicine (BIBM), 2018 Dec 3, pp 2197–2204. 
	62.	 Alanazi S A, Kamruzzaman M M, Islam Sarker M N, Alruwaili M, Alhwaiti Y, Alshammari N, Siddiqi M H. 

Boosting breast cancer detection using convolutional neural network, J Healthc Eng, 2021(2021) Art ID 5528622; 
doi.org/10.1155/2021/5528622 Apr 3;2021.

	63.	 Ronneberger O, Fischer P, Brox T, U-net: Convolutional networks for biomedical image segmentation. In 
International Conference on Medical image computing and computer-assisted intervention 2015, Oct 5, pp 234–241, 
Springer.

	64.	 Wang Z, Hu M, Zhai G. Application of deep learning architectures for accurate and rapid detection of internal 
mechanical damage of blueberry using hyperspectral transmittance data, Sensors, 18(2018)1126; doi.org/10.3390/
s18041126. 

	65.	 Bi L, Hu G. A Gated Recurrent Units (GRU)-Based Model for the Prediction of Soybean Sudden Death Syndrome 
with Time-Series Satellite Imagery. In IIE Annual Conference Proceedings 2020, (pp. 658-663). Institute of Industrial 
and Systems Engineers (IISE).

[Received: 01.05.2022; accepted: 02.06.2022]


