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1 Introduction

 Over 5 billion still photographs are uploaded to the internet each day [1], 93% of them taken using 
smartphone cameras. In addition, considering only YouTube, 720,000 hours of video are uploaded per day 
[2], which add up to at least another 60 billion individual image frames. 
 The growth of consumer imaging in the past decade is linked directly to the increased availability 
of smartphones, although it is interesting to observe that when the iPhone was first announced in 2007, its 
photographic capabilities were not particularly emphasised. Today, all smartphones have at least one rear-
facing camera and one front-facing camera for selfies; some smartphones have 3 rear-facing cameras of 
differing focal lengths and an additional front-facing camera for 3D face recognition, i.e. a total of 5 cameras. 
Smartphone models are typically updated yearly, and each year the camera systems have to be “improved” 
over the previous models. So it is reasonable to ask, can this “improvement” continue indefinitely? What 
governs the limits to image quality?
 In this paper, I shall discuss how the laws of physics set a limit to the quality of recorded images. 
This does not comprehensively address the first question above, since “improvement” involves more than 
image quality as defined by physics, but it does help to set the boundary between the captured real information 
or data, and what can be inferred or (sometimes) invented by machine learning or other algorithms. 
The following discussion makes a number of assumptions which are listed here:
 1. It is assumed that the photon statistics follow a Poisson random process. This applies to all current 

consumer imaging with either smartphones or more conventional cameras recording images of scenes 
with natural or artificial lighting.

 2. We assume that the scene being imaged is in the far-field of the camera, which means that we can 
employ Fraunhofer diffraction theory and the classical resolution limit imposed by that theory. It is 
well-known that near-field imaging can exceed this limit, but typically this requires the imaging device 
to be within one optical wavelength of the sample.
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 3. We assume that the illumination of the object is not specially arranged either by geometry or to excite 
atomic or molecular states in the object, as in super-resolution microscopy [3]. In practice, we assume 
that the illumination is natural daylight or artificial light.

 4. Finally, we assume that the interaction of the image intensity with the image sensor follows a geometrical 
model. For pixel dimensions greater than a wavelength, this is a good approximation.

 Assumptions 1-3 are valid in all consumer imaging, and assumption 4 is reasonable for the current 
technology employed in cameras but will not be valid for future ones: this is discussed further in Section 4.

2 Smartphone Camera Design

 Because of commercial sensitivity, it is hard to find detailed descriptions of the design of smartphone 
cameras. Fortunately, a complete and authoritative open-access review has been published recently by 
Blahnik and Schindelbeck [4], and parts of the following description are taken from that paper: the reader 
is strongly encouraged to read the original review.
 From the engineering or technological point of view, a phone camera module has a large number 
of components, each of which is essential to its performance. The whole design is constrained and optimised 
for high-yield mass production, and is assembled to very tight mechanical tolerances. For example, a key 
part is the optical image stabilisation mechanism, which relies on the on-board gyroscope in the phone for 
control and feedback signals. Another key technological aspect is the mechanism for sensing colour, which 
at present consists of a Bayer filter array; other diffractive solutions are possible which do not suffer from 
the intrinsic light loss of absorbing filters [5]. In addition to the many key engineering parts, there is both 
firmware (e.g. for de-Bayering the sensor signal) and software for processing the raw image.

Fig 1. This shows the evolution of phone camera lenses from 2004 to 2020 (from Ref 4 with permission).

 However, when considering the fundamental limits of performance, only two components matter: 
the lens and the detector. Figure 1 (from Ref 4) shows the evolution of smartphone camera lenses between 
2004 and 2020, from 3 elements to 6 (currently 7) for the “standard” (actually wide-angle in traditional 
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photography) lens. The entrance pupil of these lenses typically lies at the front element, and over time the 
F-number (F#) of the standard (wide-angle) lens has decreased from around 2.9 to 1.7, and at the time of 
writing, values as low as 1.5 can be found in the market. 
 The design and manufacture of these lenses are the result of meticulous attention to detail by 
optomechanical and production engineers. The on-axis MTF of standard (wide-angle) lenses approaches 
the diffraction limited MTF (even more so for the telephoto lenses), although off-axis performance deviates 
increasingly for larger field angles, particularly for the super-wide angle lenses.
 Much emphasis is given in the marketing of these lenses to the F-number, but it alone does not 
represent a fundamental limit to the whole system, either as regards resolution or noise. Rather, the F-number 
together with any aberrations determines the extent of the point spread function in image space, and thus the 
interface to the pixelated detector. As a first approximation, it is not unreasonable to assume that with future 
advances, diffraction-limited performance can be achieved, at least for smaller field angles (of course, this 
ignores issues of cost). In this circumstance, the F-number directly influences the pixel sampling through 
the sampling theorem. For example, an F/1.8 lens at a mean wavelength of 0.55 microns has a diffraction 
limited cut-off spatial frequency of 1000 mm–1, implying a maximum sampling interval of 0.5 microns. 
 The role of the detector (currently silicon based CMOS for visible light) is to record every incident 
photon, and its spatial location, ideally with no additional noise. The proper parameter to quantify its 
performance is the Detective Quantum Efficiency, which macroscopically (zero spatial frequency) can be 
written as [6,7]

 DQE = 
(S/N )2

out

(S/N )2
in

where, for a Poisson process, the squared input signal-to-noise ratio is the mean photon flux q, measured in 
photons per unit area, and the output signal and noise are also measured in detected photons per unit area. 
For an ideal detector DQE = 1, and for a detector whose added noise is very small compared to the detected 
signal, DQE ≈ ε, the quantum efficiency. For modern back-thinned CMOS detectors, the quantum efficiency 
can exceed 0.7, so that the DQE at high light levels can also exceed 0.7. It is, therefore, not unreasonable 
to assume that in the future, detectors with a DQE approaching 1.0 at all but the very lowest light levels 
will be available. The concept of DQE can be extended to cover all spatial frequencies [7].

3 Fundamental Limits

 The fundamental limits of phone camera lenses are of course no different to that of any other optical 
imaging system. One way to understand this is to consider scaling laws, as done in the seminal paper by 
Lohmann [8]. This approach is very useful for understanding the practical trade-offs in the design of an 
iteration of camera modules, for example, trading off camera dimensions, weight, etendue, noise, resolution, 
depth of field, and so on, but it does not cut to the chase of determining the single limiting factor.
 In order to isolate the limiting quantity, it is instructive to consider other imaging systems whose 
performance is required to be as perfect as the laws of physics allow, and a suitable example is the 
astronomical telescope. Just like phone cameras, in order for telescopes to achieve their specified performance, 
a very large number of engineering and technological systems need to function well together; however, like 
the phone camera, these are technical aspects which are all necessary but are not a fundamental limit. 
 Over time, starting with the first telescopes in the early 1600s, astronomers have found it necessary 
to increase the collecting area of their telescopes, or for a single aperture telescope, the telescope entrance 
pupil diameter, D. Why has there been this relentless pursuit of ever large diameter telescopes? The reason 
is simple:
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 The pupil diameter D uniquely determines the fundamental limit to performance of any imaging 
system, including all telescopes and the smartphone camera. The larger the diameter, the better the angular 
resolution and the lower the noise in the detected image. 
Resolution
 The resolution r of a diffraction-limited lens in the image plane is given by the well-known Rayleigh 
formula, r = 1.22λF#, or alternatively the cut-off spatial frequency is 1/(λF#) mm–1. As stated earlier, this 
tells us how to sample the image intensity with no loss of information. However, the parameter of relevance 
is not the image plane resolution, but rather the resolution in the object space, and for that we need to 
consider the angular resolution, α, where α =1.22λ/D, or alternatively the cut-off angular frequency is D/λ 
rad–1. Accordingly, the larger the diameter (of the entrance pupil), the smaller is the finest detail that can 
be resolved in the object, for a diffraction-limited lens.
 For example, considering the “standard wide-angle 2020” lens shown in Fig 1, which has an 
F-number of 1.7 and a true focal length of ≈ 4 mm, the entrance pupil diameter is D ≈ 2.35 mm, and for a 
mean wavelength of 0.55 microns, the angular resolution is α ≈ 3×10–4 rad, equivalent to approximately 0.3 
mm for an object at a distance of 1m. To put this into perspective, the diameter of a human hair is 0.08 to 
0.12 mm, smaller than the phone camera’s resolution at this distance (see Section 4 for further discussion 
of this).
Noise
 For a Poisson process, the mean-squared noise is proportional to the number of photons collected 
within a specified area, for example, in image space, the area of one pixel. For an ideal detector, the number 
of photons detected is the same as the number of photons incident, with no added noise (for example, no 
read noise, or no dark current fluctuation noise). In image space, the number of incident photons per unit 
area for a fixed object intensity depends only on the F-number; this is one reason why photographers use the 
F-number so frequently, as the exposure required to record the same scene uses the same exposure time and 
F-number for all detector formats/sizes. However, we are interested in the noise projected to object space, 
and so, as with resolution, it is the lens diameter D (not the F-number) that is the fundamental limiting 
parameter; the number of photons collected from unit area in object space is proportional to D2. The larger 
the diameter, the lower the noise in unit area of the object, as projected from image space. 
 It is clear that the quest for improved angular resolution and lower noise has driven astronomers to 
larger and larger diameter telescopes, for centuries, but the key message here is that the same considerations 
apply to all imaging systems, including phone cameras. To improve the resolution and lower the noise, the 
laws of physics require larger and larger entrance pupil diameter D.
 A consequence of a large entrance pupil diameter is an increase in the hyperfocal distance, i.e. 
a reduction in the depth-of-field in object space. This is because the hyperfocal distance H, derived using 
the Rayleigh criterion for image plane depth-of-focus of 2λF#2, is given by H ≈ D2/λ, for objects relatively 
distant from the imaging system (i.e. object distance >> focal length). A smaller depth-of-field is generally 
considered aesthetically pleasing for separating the subject from the background in photography.

4 Discussion

 The conclusion that the entrance pupil diameter D is the single most important parameter 
determining the physical image quality of a smart phone camera system appears questionable at first, and 
this is often confirmed by (occasionally heated!) discussions with those involved in the detailed design of 
these cameras. Those working to design and build the next phone camera, or indeed one 2-3 years in the 
future, are constrained by dozens, or possibly hundreds, of practical constraints, especially the issues of 
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the thickness of the camera module, cost, and power consumed (in video mode or with extensive post-
detection computational processing). The issue of camera module thickness is determined by the overall 
phone thickness, and until now the only negotiable parameter for the camera module designer is the height 
of the “camera bump”. Unless, there is a changed approach to smartphone design, we are stuck with small 
camera modules, small entrance pupil diameters D < 3 mm and limited image quality and noise properties 
(compared to larger camera systems). An exception could be the increased use of folded designs for the 
main camera (not just long focus modules), which might allow entrance pupil diameters up to approximately 
5 mm.

 How, in the future, will the images in the coming generations of smartphone cameras be “improved”? 
As discussed above, the scope for improving the physical resolution and noise is very limited, without a 
radical change in the form factor of the camera modules, and we can expect only marginal gains (small 
improvements in the lens and detector). Other physically-based improvements will include adding depth to 
the image data, using lidar, stereo or structured light, probably motivated by the widespread use of virtual 
reality/ augmented reality (VR/AR) headsets. 
 The main “improvements” in image quality will stem from the widespread deployment of machine 
learning (ML) algorithms. These are already incorporated in many smartphones and are potentially a powerful 
tool for creating more attractive images, albeit ones that may be physically inaccurate. For example, ML is 
regularly used to reduce noise to less than the Poisson value in the low-light modes (“night-mode”) of some 
smartphones; reducing the noise to below that imposed by physics involves some level of prior knowledge 
and guesswork that is used (but is typically hidden) in the ML algorithm. Similarly, image resolution smaller 
than the optical diffraction limit is possible using ML. This should not be surprising, as prior knowledge 
(e.g. using Bayes’ theorem) has been the pillar of statistical inference for the past 100 years. Machine 
learning is already widely used to artificially reduce the depth-of-field (blurring the background), to adapt 
the colour balance to the photographers preference (via “likes”) and for face beautification, for example. 
 The key issue with the application of machine learning is that the enhancements are not real, but 
rather are based on statistical inference, and are critically dependent on the architecture and training of the 
machine learning model. Consider the example given earlier of imaging a person’s hair with a (diffraction 
limited) phone camera at a distance of 1 m from the subject, where we showed that the blur in object space 
was around three times the diameter of a hair (i.e. it is difficult or impossible to distinguish individual hairs). 
We can ascertain from the image that the person does indeed have hair, we can record the hair colour and 
from the face can infer ethnicity, so, as we zoom into the image (“pinching” the screen) ML can indeed 
reveal sharp hairs which suit that person. At the same time, we can “beautify” the image so that wrinkles 
and blemishes are removed from the person’s face. 

5 Future Studies

 The concept of a fundamental limit itself raises questions as to the underlying assumptions. In 
Section 1, four assumptions were stated, and these may not be valid as we look to the future. Here, we 
discuss some of the issues that might influence the limits of imaging in the future.
Synthetic aperture and lensless imaging
 In this paper, we have only considered a single imaging aperture, with a lens (or mirror) producing 
a compact, diffraction-limited point spread function in the image plane, i.e. conventional imaging. Synthetic 
aperture imaging has been used in radio-astronomy for > 50 years and in optical astronomy, the use of 
multiple telescopes is already a reality (e.g. [9]), achieving the goal of higher angular resolution. There are 
also many research studies (e.g. [10]) on lensless imaging, which can also to some extent provide object 
depth information. 
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The image intensity – detector interface
  We have assumed that the intensity formed by the lens in the image plane can be partitioned 
geometrically between pixels, which is reasonable when the pixel dimensions are greater than the mean 
wavelength of the light. But increasingly this is not the case, with the smallest CMOS pixels currently 
being ≈0.64 microns square [11]. In this case, one needs to model the intensity/detector interface using 
electromagnetic theory [12].
The ideal detector
  In addition to counting every arriving photon, and its location, one might consider that the ideal 
detector should also count the time-of-arrival, wavelength and polarisation of each photon, with a precision 
permitted by the uncertainty principle.
Quantum effects
  Finally, there is the possibility that using sub-Poissonian light sources may enable improved image 
quality [13]. At the time of writing, this seems far-fetched for consumer imaging in natural light, but the 
current intense research effort in quantum technology may bear fruit in the future.
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